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Abstract—Multi-radio nodes in wireless mesh networks intro-
duce extra complexity in utilizing channel resources. Depending
on the configuration of the radios, bad mappings between
radio to wireless frequencies may result in sub-optimal net-
work topologies. Static channel assignments in wireless mesh
networks have been studied in theory and through simulation
but very little work has been done through experiments. This
paper focuses on evaluating static channel assignments on a
live wireless mesh network. We chose three popular types of
static channel assignment algorithms for implementation and
comparison purposes. The three types are breadth-first seang i i :
priority-based selection and integer linear programming. We find Figure 1. Example Channel Assignment in WMN
that there is no single channel assignment algorithm that does SNOWN. To solve the channel assignment problem, we would
well overall. BFS algorithm can create the shortest paths to the like to give each radio a mapping to a wireless channel
gateway and also generate balanced channel usage topologiesso it can communicate with other nodes based on certain
The PBS algorithm can use all the best links in the network criteria. Figure 1(b) is an example of a channel assignment
but have poor performance from each radio fo the gateway. ¢, rjoire 1(a). The channel number is shown over the links
Overall, we find the channel assignments given by the algorithms . . L
to be suboptimal when applied to a live mesh network because P€tween two radios. By allocating the channels, we minimize
temporal variations in the link quality metrics are not taken into ~ the number of interfering links for Node A and Node B. For
account. Looking at the interflow and intraflow performance of any mesh network, there are multiple ways to assign channels
these channel assignment algorithms in a live mesh network, we tg the radios to create different topologies.
can conclude that routing protocols must be modified to take | o work, we consider the themes of the different channel
advantage of the underlying channel assignment algorithms. . . . . .

assignment algorithms used in previous work and apply it to
|. INTRODUCTION an outdoor WMN. The algorithms will include a breadth-first

search heuristic (BFS), a priority-based selection (PB8Y

Wireless Mesh Net\(vorks (WMN')'are very po'pula'lr n th%n optimization solution through integer linear programeni
research and enterprise communities. By eliminating wir

! i ) [1]-[3]. Unlike theoretical works where radios on the
(except fo bridge to the Internet), mesh nodes can be plag;ea e node can be assumed to have the same set of neighbors,

anywhere where there is wireless connectivity. The past ferg'dios on the same node in our model may have differing
years, multiple radio nodes have been introduced to improXSighbor sets
and enhance WMNSs. By having multiple radios, the network From the experiments we find that there is no single channel

can achieve higher capacity by partitioning the links 0Vea{ssignment algorithm that does well overall. We find the
different channels.

Having multiple radios alone does not guarantee im rov%}annel assignments given by the algorithms to be subopti-
9 P 9 P al when applied to a live mesh network because temporal

performance in the network. It is thus necessary to assi9liations in the link quality metrics are not taken into @aat.

channels to .ef"‘c.h of_the multiple radios in a prudent manne oking at the interflow and intraflow performance of these
S0 as to minimize interferences and maximize the overg

routing performance. Our work will evaluate different chah channel assignment algorithms in a live mesh network, we
gp ' ccgn conclude that routing protocols must be modified to take

assignment algorithms in order to obtain insights into gog vantage of the underlying channel assignment algorithms

: . a
channel assignment methodolog|e§. . This paper makes the following contributions:
An example of the channel assignment problem is shown

in Figure 1. Each node has two radios (circles are nodess Make extensive experimental comparisons between dif-
radios are squares). The potential links between radios are ferent channel assignment algorithms.
« Experiments are done on a real live large-scale outdoor
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(a) Potential Links (b) Channel Assignment



with the formulation of the channel assignment problem in  1ll. ALGORITHM DESIGN AND IMPLEMENTATION

Section Il. Section IIl introduces the channel assignmeént a This section presents the algorithms that will be evaluated
gorithms compared in this work. We present the experimenigl section V. Each algorithm approaches the static channel
setup in Sectioq IV.In Sectiqn V, we analyze the experiMentgssignmem problem in a slightly different way. The alduris
results. In Section VI, we discuss the related work followeghe preadth-first search, priority-based selection, aridtager
by the conclusion in Section VII. linear programming solution. Due to space limitations, wh/o

Il. PROBLEM FORMULATION briefly describe each algorithm.

This work deals with static channel assignments in a multéh. Breadth-First Search

radio wireless mesh networkStatic channel assignment  Ag the name implies, the Breadth-First SearBE$) algo-
means assigning each radio a channel for a specific duratigRm walks over the full mesh network in a tree-like struetu
(usually more than a few hours) and not change channgige root of the search tree is an arbitrary radio at the gatewa
on a per packet basisVe look at the static assignmeniite |t walks over the tree by highest link weights from the
case rather than dynamic channel assignment because egglient node first. This heuristic tries to ensure a shallow

mesh node acts as an access point for local connectivity tige to keep the bandwidth from each site (and radio) to the
addition to being a router for the WMNS radios change gateway as high as possible.

channels dynamically over short periods of time, clientd wi

have to also dynamically jump channels which may result f Priority-Based Selection

intermittent connectivity. Priority-Based SelectionPBS) ranks all edges in the net-
We model a wireless mesh network as a grapk: (V, E) work and assigns channels based on this ranking. Unlike BFS,

whereV is the set of radios anfl is the set of communication this algorithm does not prioritize the spatial locality dfet

links in the network, including backplane wired and wirslesnode to the gateway, but instead ranks by the local perfazman

links. Unlike previous mesh network models where the vesticfirst. This algorithm tries to assign a channel to two radios

of the graph are nodes, we assign the radios as the verticegai edge) at a time. We sort the links using the link type

our model to uniquely identify each radio’s set of neighborgwired links go first) and link weights (higher quality links

It is a subtle but important detail in our mesh network due tfirst). This algorithm ensures us that we always use the best

the fact that different antenna configurations and placesierquality links in the network. The PBS algorithm does not

will affect the radios on the same nodéodes in our network guarantee all radios to be assigned to a channel sincercertai

have one or two radios. Sites may contain one or more nodgsreless links may become inactive throughout the procadur

The edges in our network represent the links between radinise PBS algorithm always try to increase local radio cagacit

(wired or wireless). Radios on the same node may or méyst by finding the best links but ignores the gateway to node

not be able to communicate to the same radio on a differesijective.

node. Radios on the same node are connected via the PCI bus _ )

(L(e) = PCI). Radios at the same site, but on different nodés !Nteger Linear Programming

are connected via Ethernet cablds{) = ETH). Radios at ~ For the Integer Linear ProgrammingiP) algorithm, we

different sites communicate via the wireless mediuntef = formulate the problem into a set of linear equations to be

WIRELESS). This classification is needed to identify whiclsolved by an ILP solver (cplex).

radio pairs should or should not be assigned the same channe¥Ve setup a binary variable, . for each radia and channel
Using the link typeL(e), we can find the edge weighise) c to represent the assigned channel for each radio:

as: ) 1 if the selected channel far is ¢
1.0 if L(e) = PCI LTy,c = 0 otherwise (1)
w(e) = 1.0 if L(e) = ETH We also setup another binary variabjg, for each link
z:x€R,00<x<10 if L(e)=WIRELESS (4 v) to represent which links are used in the ILP solution.
0.0 ife¢ E We constrain the variable assignment so that only one channe

Given a set of channel§’, the basic channel assignmenfg chosen per radio:
problem is to find a mapping : V — C following a set of
constraints. The end result will give us a new graghC G qu,c =LWweV @
where ' = (V, E). E' is the resultant edges after all the \e set another constraint to make sure the radios on the
radiosV are given channel assignments. To enhance the modghe node do not use the same channel:
for the wireless _mesh netyvork use_d in this paper, we will ooty < 1VeE CLif dy = d, 3)
add two constraints. The first one is to force radios on the : ’ . .
. - To relate the channel assignments to the links selected
same node to have different channels to limit the amount Pf . . .
. ) or our solution we use Equation 4 and Equation 5 over all
overhearing between radios on the same node. The second . .
S S . wireless links. When radios and« are on the same channel,
constraint is to minimize the number of radios that use t

. ) . . - e = 1; otherwise, =0.
same channel at one site. Since the wireless medium is shareci1 Yo,u You

between radios that use the same channel, sites that maximiz D ((@ue +Tve=2)A (gou=1)) <1 4
the channel usage will get higher capacity. ceC



D (@ue + Toe 1) A (You = 0)) > 2 (5) & Quail Ridge
ceC & Reserve Layout
L . . A . & Mesh Network
The objective function for an ILP is crucial in trying to )
optimize the solution. Due to the fact that there are many “
ways to formulate our channel assignment problem into an 27-pase "@e%
ILP problem, we look at three objective functions and eviua R

their performanceseparately BRREY G0
The first objective functionllCP1) is very simple. It will
try to maximize the minimum number of radios per channel: (Seas

max HI(IHZ Ty Vv eV,eel (6) 6-BLM g
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The second objectivel(P2) will minimize the maximum 24-Bum West
number of links per radio: e T

min max Z Yuv, VU,V EV @) W
U
The third objective ILP3) will maximize the total link 22 Do
quality in the network: 3
maxz Zw“’” X Yy,v, VU, 0 €V (8) %’g

It is important to 1f<ee1£) the highest quality links possible, o
else the resultant network will be unusable due to transamss
errors. We look at each of these objectives separately andg
compare them to see which is best for use in QuRiNet.
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IV. EXPERIMENTAL SETUP

This section details the experiment procedures and Figure 2. QuRiNet Site Locations as of May 13, 2009.
QuRINet, the wireless mesh network evaluated in Section V.
In order to evaluate the channel assignment schemes prop- 70

erly, we take the following steps: %0

50 channel 3 =
« Collect neighborhood information and link qualities Ehemmel 1 =
« Run static channel assignment algorithm over collected

40 channel 1
assigned

No. of radios

information -
o Apply the channel assignment mapping to QuRiNet 0
« Evalute the new topology e e B ontm
There are currently 34 mesh nodes in the network located at Figure 3. Channel Usage

31 physical sites in QuRiNet (Figure 2). QuRiNet is located i There is an average of 8 links per radio, with a minimum
a hilly and densely forested region so wireless signals\aeh®f 1 and a maximum of 34. The radio with 34 links is located
differently than an indoor or single plane setups. Dirgwio 2t DFG Hill Tower (in the middle of Figure 2). This site is
antennas are used for longer links, while omni-directideal On€ Of the highest peaks in Quail Ridge so it has a good
used every where else. There are three sites with two nod8§ Of sight to most other sites. The distribution of links
each: Field Station, DFG Hill Tower and the Tip, to provid®etween nodes and sites are similar since only three sites
higher wireless capacity. All sites, except the Field Statise Nave multiple nodes. Clearly, if we do not separate the mdio
solar energy to power their nodes. The Field Station sithes tOn to different channels, there will be a lot of interference
gatewayto the Internet from the mesh network. For more information on QuRiNet, please refer to Wu and
There are 464 directional wireless links, 68 links are tigrou Mohapatra [4].
the PCI bus, and 24 are through Ethernet in QuRiNet. There
are 194 bidirectional wireless links, and another 76 that ar
single direction only (i.e. one radio can hear another, lmit n In this section, we evaluate the performance of the channel
vice versa). The minimum link quality for all links is 0.05,assignment algorithms from Section Ill through theorética
while the maximum is 1.00. The average link quality is 0.72&nd experimental analysis. We look at the effects that ablann
About 25% of the links have the highest link quality andssignment algorithms have on a live wireless mesh network.
20% of the links have lower than 0.5 probability of succes¥Ve also draw insights from theory to practical applications
Since links in QuRiNet have a wide range of link qualities, we )
cannot consider all links as equals. This means when cgeatfiy Channel Usage of Algorithms
a channel assignment, we need to consider better quality lin Good channel assignment algorithms will maximize the use
first. of all available channels and spread the radios over allratian

V. PERFORMANCEEVALUATION
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Figure 4. Link Quality Performance lesson that when using link qualities for channel assigrimen

to decrease interference. Figure 3 contains a breakdowny@f must measure its long term changes.

the number of radios per channel used for each algorithm.

The BFS and ILP1 algorithms both distributed approximately. Node-to-Gateway Performance

33% of radios on each channel. The PBS and ILP2 a'gorithmFigure 5(a) is a CDF of the path qua“ty from all nodes to

is worst off with a 40-35-25 channel distribution. ILP3 doeﬁ]e gateway. The path qua”ty is determined by the number of

even worst by having 50% on channel 1. end-to-end probes successfully received over the number of
From just looking at this figure, we can conclude that BFénd-to-end probes sent. 20% of the node-to-gateway paths fo

and ILP algorithms are the way to go if we want balanceghe PBS algorithm has lower than 80% success rate. BFS has

channel usage. However, channel usage is not the only facgns success rate for 20% of the node-to-gateway paths. For

to look at when evaluating channel aSSignment algorithrhe. Ta” channel assignment a|gorithm5 except PBS, near|y 50%

spatial distribution of the channels on the nodes will @ftte  of their node-to-gateway paths have at least a 95% success

links used in the network. rate. Even though BFS is suppose to keep the shortest hops to
every node from the gateway, it still suffered when compared
B. Link Quality Distributions against the other algorithms. This is because BFS is a greedy

maégorithm and does not account for a comparison of the full
npath quality. As an example, BFS may have found a first hop
# Ik quality of 1.0 and then the only second hop link left to
the destination node is 0.1 which would mean a total of 0.1
path quality. However, if the first hop link is 0.5, and a seton

We can get an idea of the overall network performa
by evaluating the link quality distribution of the resulta
mesh network after channel assignment. An ideal chan
assignment algorithm will leave all the good links intactileh

liminating the bad links b tting the t di f thaikli ) .
g:‘g;‘%:ggt cﬁaniellsn S Dy pulting the two radios 0 ! hop links 0.5, then the total path quality would be 0.25.

The CDF in Figure 4(a) compares the different channel Path quality is good for determining_ if a packet will be
assignment algorithms in their selection of wireless ”nkguccessfully sent from a node to outside the mesh network

Approximately 40% of the links in the PBS algorithm iSthrough the gateway. However, it cannot show how long it

near perfect quality (LS 0.95) while only 30% of the BFS would take to traverse the path. Path quality does not irclud

: . . the link layer retransmissions, so packets may actuallye hav
channel assignments are. PBS is the best at keeping goad li ry high delays. Figure 5(b) is a CDF of the round-trip-time

since it is designed for it. We can also see from the figu )
that ILP3 and BFS kept the same percentage (20%) of tﬁgm each radio to the gateway. We can see that 50% of the

Lo . ths for all algorithms are less than 30ms for RTT. 80% of
lower quality links & 0.4) as before the channel assugnmenté)a .
Keeping lower quality links over higher quality links is lkti the paths for ILP2 is less than 22ms for RTT. All the other

reasonable since different radios may have differentidistr algorithms have double the amount of RTT for 80% of their

tion of links. One radio may have all the high quality links t(paths.
all his neighbors. D. Intraflow and Interflow Performance Considerations

1) Theory vs. Experimentigure 4(a) is the distribution of Channel assignment will change the logical network topol-

the theoretical links. Because link qugllty changes over tlme(,ng of a mesh network. Paths from one source/destination
we compare the performance of the links after the channels\%

. . . . . pair can be one hop in one topology, but turned into two
applied to the live mesh network. Figure 4(b) is a cumulati ops in another. Table | contains the actual path taken for

distribution of the ratios between the link quality after % packets. As an example, the path for site 4 radio 1 (4.1) to
channel assignment has been applied to the live mesh netwgﬁ?é 13 radi.o 1 (13.1) is 3’h0ps for ILP1. ILP2 and |Lb3

and the link quality from the theoretical link&(= LIED?E:EI )- but for BFS and PBS, it is 2 hops. The PBS path has a
If all link qualities stayed relatively the same, we wouleése higher throughput (2.56Mbps) than the BFS (0.75Mbps) since
straight vertical line at 1 on the x-axis whéh= 1. However, the path for PBS takes it through channels 1 and 3, while
40% of the links have a worst link quality?(< 1) after the the BFS path uses channel 1 on both hops. The hops chosen
channel assignment and 30% have better quality>(1). If by the routing protocol are probably very good quality links
we were to take into account of the new link qualities, it wilbut because it uses the same hops for the path, it degrades

drastically change the channel assignment solutions. i$has the performance significantly. To improve the mesh network




Path ‘ Jiop T Channels VIlI. CONCLUSION
A T We have experimentally evaluated three channel assignment
S 2 i i ive wi work. i
S Bezo Ml z 28 algorithms in a live wireless mesh network. The algorithms
SRy \ z \ o are based on breadth-first search, priority-based seteatid
e — T integer Iinegr programmiqg. We found that there is no single
GEEA R 2 23 channel assignment algorithm that does well overall. Tlameh
4125815 301 =131 ‘ 3 ‘ Tt nel assignments given by the algorithms are suboptimal when
L — — applied to a live mesh network because temporal variations
s enoen | 5 | 13T in the link quality metrics are not taken into account. The
Table | interflow and intraflow performance of the channel assigrtmen
END-TO-END PATH algorithms suggest that routing protocols must be modified t
performance further, we will need to modify the routindake advantage of the underlying channel assignment algo-
protocols to account for the channel assignments. rithms.

Channel assignment algorithms are supposed to isolate com-
peting radios so each radio can get as much performance out

of the network as possible. Hence, we look at the performandd IAE-EREarggV;'lalan Td Ckelft_c"r‘]iueh l“Af_Ch:teCthe arr]‘d a't?vmlf"‘:‘l)é oa”
of multiple flows for each channel assignment algorithm for <oy 2005 o Cone WIrEIess mesh NEWore e

two paths. We run two data streams and saturate the end-{or H. Skalli, S. Ghosh, S. K. Das, L. Lenzini, and M. Conti, @nnel
end path for each stream. ILP3 has a very bad throughput for assignment strategies for multiradio wireless mesh netwéskaes and

. solutions,”|EEE Communications Magazineol. 47, no. 11, 2007.
the flow pairs (from 411t 13.1 (O.ZSMbpS) and from 21'1[3] M. Kodialam and T. Nandagopal, “Characterizing achigearates in

to 24.1 (0.28Mbps)). From Table |, we can see that the pairs multi-hop wireless networks: the joint routing and scheutyiproblem,’
actually share the same node (24.1) in their path, which mean  in MobiCom  New York, NY, USA: ACM Press, 2003, pp. 42-54.

. . . . D. Wu and P. Mohapatra, “Qurinet: A wide-area wireless imtestbed
a share in radio and wireless resources. Other algorithms Jfg for research and experimental evaluations,GOMSNETS2010.

not have the same problem for the two flows, since they amg] M. K. Marina and S. R. Das, “A topology control approachr fo

separated onto different channels. utilizing multiple channels in multi-radio wireless mesh netis,” in
BROADNETS2005.

[6] M. Alicherry, R. Bhatia, and L. E. Li, “Joint channel agsiment
and routing for throughput optimization in multiradio wirete mesh

: networks,”|IEEE Journal on Selected Areas in Communicatjomd. 24,
Over the last few years, multiple channel WMN research has no. 11, pp. 1960-1971, Nov 2006.

been explored and categorized into two main types. Researgh k. N. Ramachandran, E. M. Belding-Royer, K. C. Almeroth,dan
in static channel assignment formulates a mapping between a M. M. Buddhikot, “Interference-aware channel assignmemiriti-radio

; ; wireless mesh network,” ilNFOCOM, 2006.
channel and a link for Iong term use [2]’ [5]_[7]' Research Ir}8] P. Bahl, R. Chandra, and J. Dunaglan, “SSCH: Slotted sketiannel

dynamic channel assignment focuses on scheduling links t0" hopping for capacity improvement in IEEE 802.11 ad-hoc wile
use different channels at certain times [8]-[11]. networks,” inMobiCom 2004.

; ; ; ] R. Akl and A. Arepally, “Dynamic channel assignment in ie®@2.11
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tree search algorithm (breadth-first search) to assignreian [12] m. Alicherry, R. Bhatia, and L. E. Li, “Joint channel agsment
to the radios starting at the gateway node [1], [7]. Anotlpet and routing for throughput optimization in multi-radio wiess mesh

i ioritv- ; ; networks,” inMobiCom 2005.
of solution uses priority-based selection to assign chiarioe ] A K. Das, H. M. K. Alazemi, R. Vijayakumar, and S. Roy, “Gpiza-

the radios that are deemed the most important first in a greedy tion models for fixed channel assignment in wireless mesh nkswor
fashion [2]. with multiple radios,” inSECON 2005.
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and QoS routing in multi-channel wireless mesh networksilabiHoc

channel assignments into an integer linear programminig)(IL 2005.
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