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Abstract— In this paper we presenta Location Aided Knowl-
edgeExtraction Routing (LAKER) protocol for MANETS, which
utilizes a combination of caching strategy in Dynamic Source
Routing (DSR) and limited flooding areain Location Aided Rout-
ing (LAR) protocol. The key novelty of LAKER is that it can
gradually discover knowledge of topological characteristics such
aspopulation density distrib ution of the network. This knowledge
can be organized in the form of a setof guiding_routes, which in-
cludesa chain of important positionsbetweena pair of sourceand
destination locations. The guiding_route information is learned
during the route discovery phase,and it can be usedto guide fu-
tur e route discovery processin a more efficient manner. LAKER
is especiallysuitable for mobility modelswhere nodesare not uni-
formly distrib uted. LAKER can exploit the topological character-
isticsin thesemodelsand limit the search spacein route discovery
processin a more refined granularity. Simulations results show
that LAKER outperforms LAR and DSRin term of routing over-
head, saving up to 30% broadcastrouting messagesompared to
the LAR approach.

|. INTRODUCTION

Mobile ad hoc network (MANET) is an infrastructureless
network formedby a setof wirelessnodes that are capale of
moving arourd freely. Thereis no fixed infrastucture suchas
basestations Eachmobile nodeactsas an end-systermand a
router Two mohle nodes within transmissiorrangeof each
other can commuricate directly via the ad hoc wirelesslink.
A multihoprouteis nee@dwhenthe destinationis beyondthe
coverageof the sende Hencerouting is a key compaentof
MANET performare. A numker of routing protocds have
been proposedfor MANETSs during the recen yeas[1], [2].
Most of theserouting protocds canbe classifiedinto two cate-
gories:proadive protocolsandreactive(on-denand)protocols.
In proadive approache, eat node will maintainroutinginfor-
mationto all possibledestinatios irrespectve of its usage In
on-denandappro&hes,a node performsroute discosery and
mainteranceonly whennealed. Dueto the nodd mobility and
fastchangingtopdogy, on demandprotocds geneally outper
form purely proactie protocds.

On-denand protomls, such as Dynamic Souce Routing
(DSR)[4] and Ad hoc On demand DistanceVector (AODV)
routing[5], often useflooding techniquesto searchfor a new
route. Floodingbasedoutediscorery works asfollows. When
anock S hassomedatato sendto node D but hasno existing
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routeto thedestinationit will initiate aroutediscovery process
by broadastinga route-reqestpadet. An intermediatenoce
I, uponreceving theroute-requegbadket for thefirst time, will
rebroadasttheroute-reqestagain if it doesnotknow arouteto
the destinatiomnode D. Finally, whenthe route-requst padet
reacheanodgwhichmaybethedestinatiomode D itself) that
hasa routeto nodeD, a route-replypaclet is sentbackto the
sendemnodesS.

To reducethe flooding overhead,a variety of optimizatiors
have been developed For exanple, DSR aggressiely utilizes
route cadhing stratgy to redice the numbe of route-requst
messagesAs the route-replymessageropagtesbad to the
requesterall neightoring nodes alorg the route canlisten to
therouteinformationin a promiscuog way andstoretheroute
informationin its cache. Later, whena new route-requst mes-
sageis propajating in the network, an intermedide nodethat
hasa cactedrouteto the destinationcanreply to therequester
withoutrelayingtheroute-reqestmessageSothetotal routing
overheadcanberedued. Thedisadwantageof cachirg routeis
thatthesecachtedroutesmaybe obsolee by thetime it is used
especily underrelatively highmobility. Ourideais thatit will
be moredesirableto cache somelongerlived propertiesof the
network other than the to-be-brolen routes. In real mobility
patternsnpodd dersity may not be uniform acrosshe network.
Somepartsof thenetwork mayclustermary nodes,while some
otherpartsmay have sparsenodes. We believe it is usefulto
cacte this kind of nodd distribution informationandlater use
it to guidetheroutediscovery process.

Anothe techniquieto reduceflooding overheadis usinggec
graphial locationto limit the flooding area. This appro&h is
usedin someprotocolssuchasLAR[6] andDREAM[7]. Ac-
cordingto both the senderand the recever’s locations,a re-
ducdl flooding sub-rgion can be defined insteadof flooding
the entirenetwork. For exanple, in LAR the geagyraphicé lo-
cationinformationis carriedwith the route-reqestmessages.
Uponreceving a route-reqestmessagean intermedide node
will determingf it is in thereduedflooding area.Only those
nodesin thelimited arearebroalcastheroute-reqestmessage
hene the numker of routing messages$s redu@d. In some
caseshowever, this methodof definingtheflooding areasolely
by the sourceanddestinationlocationsis too coasein granu
larity. In othercasesit maynotbeableto overcomethe"void"
areain the network andhasto resortto flooding the entirenet-
work(discussedaterin Sectionll-B).



In this pape, we introducea new appoachto reducethe
flooding overheadin route discovery. During a route discov-
ery processpur appro@h attempts to extraa knowledgeof the
nodal densitydistribution of thenetwork, andrememler the se-
ries of locationsalong the route wherethereare mary nodes
arourd. We calledthe seriesof "important”locatiors asguid-
ing_route. Themotivation behind guiding_routesis thatwe be-
lieve that,in mary situationsgven individual nodesmove fast,
the populationdersity distribution of the network is not chang-
ing sorapidly. Usingthis kind of guidinginformation,we can
further narrav the searchspacein the routediscovery process
andovercomethe problemof "void" areain the network. Sim-
ulationresultsshav thatLAKER cansave up to 30%broadast
cortrol messagesompaedto theLAR appro&h, while achiev-
ing high delivery ratio andalmostsimilar endto-enddelay

Therestof this pape is organzed asfollows. The designof
LAKER protocd is describedn Sectionll. Performawce eval-
uationof LAKER basedon simulationis presetedin Section
lll. SectionlV talksabaut relatedworks of our proposal.The
paperis thencorcludedin SectionV.

II. LAKER ProTOCOL

In this section, we describeour propasal — a Location
Aided Knowledge Extraction Routing (LAKER) protocd for
MANETs. LAKER inherits the route caching stratgy from
DSR. In addtion to caching forwarding_routes asDSR does,
LAKER alsoattemptgo cache anew kind of informationabou
the network topdogy — guiding_routes. A forwarding_route is
a seriesof node IDs which conrect the sourceto the destina-
tion hopby hop. A guiding_route is a seriesof locatiors along
aforwarding_route where thereseemdo be mary nodesclus-
teredtogetter. Although individual nodes comeand go fast,
thestructureof theseclusteredplacess notexpectedo charge
asrapidly. Soit is possibleto discover and cachethis kind of
guidinginformationduringthe routediscovery process. In the
next round of route discovery process, we canutilize this in-
formationto guidetheroutediscovery directionandnarrav the
searchspaceeven finer comparedto the LAR approa&h.

Theassumptionsve make for LAKER areasfollows.

« Eachnodeknows its currentlocation, for example, by
meansof Global PositioningSystem(GPS).

« Eachnodekeers track of the number of neighlorsit has.
This canbe achieved, for example, by means of periodic
beaomning messagen the network layer, or with assis-
tancefrom thedatalink layer.

« Eachnode hasanEnd-systenUniqueldentifier (EUI).

« Thereexists a geogaphicallocationservice(forexample,
see[9]). WhennodeS hasdatato sendto noce D, S can
look up thelocationserviceto obtainD’s up-to-datdoca-
tion.

Theguiding_routes — which have the knowledgeof the pop-
ulationdensitydistribution of the network — play animportant
role in LAKER’sroutediscovery process. Existingknowledge
canbe usedto guide the flooding, andnew knowledge may be
discoveredin thecourseof routediscovery. Theideaof caching
guiding_routesin LAKER is to exploit topologial charateris-
tics of the network, hercethemodhility modd usedin studywill
have greatimpad on our algaithm. We will discussthis is-
suein Sedion II-A, followed by two importantfunctionditi es

of LAKER: knowledgeguided routediscovery in Sectionll-B
andknowledgeextractionin Sedion II-C.

A. Mobility Modeling

In currert literatureof mobileadhocnetworks,the"Rancm
Waypoint"[10] mobility model is widely usedin simulations.
In this modd, initially all the mobile nodes areuniformly dis-
tributedin thesimulationarea.Whenthesimulationstarts eat
nodestaysat its initial positionfor a specift durationcalled
pausetime, andthenrandamly selectsa destinationwithin the
simulationarea andstartsmoving towardsthis destinatiorwith
a stablespeed which is rancomly chosenfrom a predefned
range.Whenthe mobile nodearrivesat the destinationjt will
staytherefor pausetime second, thenchocosesanaherdestina-
tion andnew speedandcontinuesto move, andsoon.

The "Randm Waypoint" mobility model does not capture
the mobility andtopologcal chaacteristicsn the casesvhere
nodes mayclusteratsomesub-regyionsof interestinsteadf ran-
domly moving arourd. For example,thereare several events
occuring at differentplaceson a large campts, mobile users
roamfrom oneevent locationto anothe, pausingfor a certain
period of time at eachlocaion. We believe this is morereal-
istic thanrandomlychaoosing destination Ancther exanple is
thatthereis an obstacleregion(like a lake) within the simula-
tion areaandthemobileusersarerestrictedrom enteringthese
regions. In orderto capturethis kind of mobility patterns,a
recentwork[12] proposedhe "RestrictedRandan Waypoint"
modd. In this nev mokility modd, a mobile node will ran-
domly chaose a destinationonly from a set of sub-rejions,
which areseparatedssmallpartsof thewholesimulationarea
A similar mobility modé wasusedin [13].

In this paper, we adop the "RestrictedRandan Waypoint"
mobility model. The designof LAKER is aimedat taking ad-
vantageof topdogical chaacteristics(populatiodersity distri-
bution) of the network.

B. Knowledge Guided Route Discovery

LAKER is a descadart of DSR and LAR, and thus
uses an on-danand request-replymectanism in route dis-
covery. When a noce S need a route to noce D, a
route-requst messagewill be broadasted. The route-
requestpaclet corntains thesefields: source EUI, destina-
tion_EUI, traversed forwarding_route, source_location, desti-
nation_location, guiding_route, traversed guiding_route. The
first threeitems are standardcortentsin a DSR route-requst
message As the nameindicates,traversed forwarding_route
storesthe chan of nodal EUls alongthe partial pathtraversed
so far. The next two items, source location and destina-
tion_location, areintroducedin LAR to definetherequestzone
whichmaybechosenasarectamularshape Thelasttwo items
arenewly introduedin LAKER. Thefield guiding_route stores
someguiding information(initially this field may be empty if
the sourcenode doesnot have ary guiding_route to the desti-
nationlocation astheroute-requst messag@ropagtesin the
network, intermedide nodes may fill in the guiding informa-
tion). Thefield traversed _guiding_route storesthe newly dis-
coveredguidinginformationastheroute-requesnessagerop-
agatesin the network.
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Thereare two major advantages of using guiding_route in
the route discovery process. First, it canguide the route dis-
covery directionmore preciselyandfurther narrav the search
spaceeven compaedto the LAR appoach. An exampleis il-
lustratedn Figurel. P1landP2aretwo guiding positionsalong
the guiding_route. The request zoneof LAKER is defined by
thelocationof thesourcenodeS, theguiding positions andthe
"expectedzoné’, whichis theestimatedegion wherethedesti-
nationnodeis currentlylocaed. As discussectarlier the pop
ulationdersity is notuniformly distributedin the network area.
Therearesomesub-rejions with highea populationdersity. In
routediscovery phase, it is verylikely to find afeasiblerouteby
limiting the searchspacealongthis chainof “hot spots”. Only
nodesin thisnarrav bard will participaten theroutediscovery
process. Sincethe searchareais further reducel, LAKER is
expectedto incur lessroutingoverheadthanLAR approah.
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Fig. 2. Routediscoverywith void areain the network

The secondadwantage of using guiding informationis that
theroute-requstmessageansmartlypassarourd some"void"
areathatexistsin the network, asillustratedin Figure 2. Note
thatthereis avoid area(maypealake) in thesimulationarea.If
usingLAR’s rectanglar requestizone it will fail in searching
a feasibleroute to the destinationand have to repeatwith an
expandel request zore up to the whole network. If the source
node Shasrelatedguiding_routein cade,it canusetheguiding
informationto directtheroutediscovery to passarourd thevoid

areawithout flooding the entirenetwork.

Algorithm 1 Routediscoveryin LAKER

01. whenintermediatenodeX getsRREQfrom nodeSto nodeD :
02.if nodeX is locatedin animportantposition

03. addX’spositionto traversed_guiding_route in RREQ

04. endif

05.if nodeX hasforwarding_route to thedestinatiorD

06. sendRREPbackto thesourceS

07.else

08. if nodeX hasnewer guiding_route to the destinatiorD
09. updateguiding_routein RREQ

10. endif

11. if guiding_route existsin RREQ

12. if nodeX in the LAKER requestzone
13. rebroadcasRREQ

14. else

15. dropRREQsilently

16. endif

17. dse

18. rebroadcasRREQ

19. endif

20. endif

The LAKER route discovery algorithm is shavn in Al-
gorithm 1. RREQ standsfor a route-requesmessageand
RREP for a route-reply message. Upon receving RREQ
intermediatenode X first addsits own location to the tra-
versed guiding_route field in RREQif it thinksits locationis
animportantguiding position(thiswill be further discussedn
Sectionll-C). NodeX thendecides if it is within the request
zonebasedon the guiding information carriedin RREQ, and
processeRREQaccadingly, thatis, rebroadastsor dropsit.
During this processjntermedi&e nodes can update the guid-
ing_routefield in RREQIf they have newerguiding information
towardsthe destinatioriocation

Thisalgorithmis executal atintermediatanodes, hopby hop,
until the route-requst messageeachesa nodethat hasa for-
wardingrouteto thedestinationor reactesthedestinatiomode
itself. Oneor multiple route-replymessagewill getbackto the
sourcenode

C. Knowledge Extraction

In theroutediscovery phase,our designallows mobilenodes
to extrad partial knowledge of the topological charaterisics
in the network. So,in the routediscovery phase,not only can
it be though of assearchingor a forwarding_route to a node
with therequestedEUI, but alsosearcing for a guiding_route
towardsa geogaphicallocationin the network. In particular
it attemptsto rememter thoseimportart locationsin termsof
metricsof interest.Oneof suchmetricsmay be the popuation
density i.e., try to rememier thoseplaces with more mobile
nodes arourd.

Eachnode keeps track of the number of its direct neigh
bors. If the numbe of neigtbors exceed a certain level,
guide_pos _nb_num, the noce will conside itself located in an
importantpositionin termof popuationdensity Whenrelaying
a route-requst padet, suchan intermediatenode will append
its locaion informationto thetraversed_guiding_route field in
theroute-requst paclet. As the route-replypaclet propagates
backto the sourcenode it contans bothforwarding_route and



guiding_route informationbetween the sourceand destination
pair. We assumehat eachmobile nodeopeatesin a promis-
cuaus mode,so it cansnoopthe guiding_route aswell asthe
forwarding_route informationfrom all routing padetsit heas.

Whentheroute-replymessageetsbad to the sourcenode
it will cace both the guiding_route as well as the forward-
ing_route information,andstartssendingdatapaclet usingthe
newly obtainal forwarding_route. After sometime, the for-
warding_route in usemaybebroken Thesourcenodewill ini-
tiate a new routediscovery processwith a guiding_route from
its cacte.

I1l. PERFORMANCE EVALUATION

In this sectionwe evaluatethe performane of LAKER pro-
tocol through simulationsusing the ns-2 simulator[14]. The
Monarch Group’s mobility extersion[15] to the ns-2 simula-
tor provides detailedimplemernation of IEEE 802.11 radio
and MAC specifiations. In orderto compae the resultsof
the LAKER appro&h andthe LAR appoach,we utilize the
cocebaseof DSRin the ns-2 simulatorandintegrateLAR and
LAKER algaithmsinto DSR.

The simulationareais 1200x 1200 squaremeters.A node’s
speeds uniformly distributedin therangeof (0, 10) metersper
secom, andthe wirelesstransmissiomangeis 250 meters.We
usea 150 nodenetwork in simulation. There are12 corstant-
bit-rate(CBR) conrections,eachof which randanly startsdur
ing thefirst 100seconisandhasa bit rateof 2 pacletspersec-
ond Eachsimulationrunsfor 300 second of simulationtime.
Mobile nodes move within the simulationareaac@rdingto the
"RestrictedRardomWaypoint" mobility model. Theparaméer
pausetime reflectsthe degreeof mobility. For differentmobility
degree,we usedifferentpausetimes of 0, 30,60, 120,180, 240
and300 second. Whenpausetime is 0 secong, it mears that
all nodesaremoving all the time andthe MANET hasa high
degree of mobility. When pausetime is 300 secomls, it mears
thatall nodes arestationaryduringthe simulation.
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Fig. 3. Simulationmobility model

As discussedn Sectionll-A, mobility modelingwill have
greatimpacton the performarte of routing protocds. To shav
LAKER sability in exploiting thetopolagical charaterisics of
thenetwork, we useamoreor lessartificial modelin simulation
asshawn in Figure3. Note that population dersity is not uni-
form in differentpartsof the network. Comectionstake place

betwea mohbile nodes locatedin the diagmal "corng™ partsof
the network.

To evaluatethe performane of LAKER, we corsiderthree
metrics: the numter of routing messageg, the paclet delivery
ratio, andthe end-to-enddelay For eachpausetime(i.e., eah
point of the curves), we run multiple roundsof simulationsus-
ing differentmoving patternsand then obtainthe averagere-
sults. We comparetheresultsof DSR,LAR, andLAKER pro-
tocolsasfollows.
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Fig. 4. Numberof broadcastoutingmessages

First, theroutingoverhea is shavn in Figure4. We canob-
senethatLAKER cangreatlyreducethe numbe of broadtast
routing messagessompaed to both DSR and LAR. LAKER
protocd candiscovertopolagical chaacteristicof the network
andusethis informationto guideits routediscovery in amore
efficient manrer. In average, LAKER can save up to 30%
broadastcortrol messageomparedto LAR. As the pausetime
increasesthe differencebetwee routing overheadin LAKER,
LAR and DSR redwces. This is beausethe mobility of the
network redu@sas pausetime incresses,androuting actvities
becanelessandless. Note thatthe number of broadtastrout-
ing messagem LAR is justalittle lessthanthatof DSRin our
simulation,which is naturalbe@usecommunicatingnodes are
in the four corrersand conrectionstake placebetwea nodes
in thediagoral cornersandthusthe LAR requestzoreis often
comparableto theentirenetwork area.

Averaged packet delivery ratio

0 50 100 150 200 250 300
Pause Time(second)

Fig.5. Deliveryratio

Secod, Figure 5 shavs the end-to-enddelivery ratio.



LAKER canachiese alittle highe delivery ratiothanLAR and
DSR. We believe this is becaiseof the fact that LAKER can
redue the numbe of broactastingmessagg, which leadsto
fewer padet collisions. The delivery ratiosin all threeproto-
colsincreae asthe pausetime increases,beausethe network
topology bemmesmorestable.
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Fig.6. Endto enddelay

Third, let us obsene the end-to-ed delay shovn in Figure
6. Excep for somecasesat small pausetimes(suchas0 and30
secoms), LAKER canachieve almostthe samedelayasLAR
and DSR. The reasonthat LAKER hashighea endto-endde-
lay atlow pausetimesis beauseL AKER attemptdo searctfor
new routesin avery limited spacewhich may leadto the dis-
covery of fragile routes,whichin turn will incur moredelayto
padketdelivery.

IV. RELATED WORKS

Mobility modeling andlocationguided routing have gained
muchattentionfrom researchesrecertly. A surey on mobility
modds in ad hoc networks canbe foundin [3], anda numbe
of positionbasedoutingprotocds aresummarizedn [2]. Here
we only talk abou a few works that are closelyrelatedto our
work.

LANMAR routing protocd[11] attemptsto exploit the net-
work chaacteristicsaiming at addressindhe scalability prob-
lem. The protocd adops a "ReferencePoint Group Mobilit y*
modd and attemps to keeptrack of logicd subnetsn which
the memlershave a commaality of interestsandarelikely to
move asa"group”. LAKER is differentfrom LANMAR in that
it attemptsto keep track of the populdion densitydistribution
of the network, aiming at reducingrouting overheadby mears
of betterguidancein routediscovery.

Therestrictedrandomwaypoint mobility model we adog in
this pape wasproposedn [12]. The authorsof [12] alsopro-
posedan"Anchored GeodesicPadket Forwardng" appro@hto
solve the problem of "void" areain the network. As propased
in [12], theknowledge of "ancloredpath”is geneatedwith as-
sistancedrom a setof friend nodes in the network, or basedon
apreddined mapof populationdersity. Whenforwardingdata
padet, "anchored path"is usedasloosesourcerouting infor-
mation. Our notion of "guiding_route"is similar to theideaof
"anctoredpath'. Our work is differentfrom [12] in the sense
thatwe usea differentway to geneateandutilize this kind of

guidinginformation.In particular LAKER cangradudly learn
of partialknowledgeof the network charateristicsandusethis
informationto guidefuture flooding-basedoutediscovery.
GPSRroutingprotocd[8] aggressively usesgeayraphicélo-
cationinformationin making routing dedsion. Whenan in-
termediatenoderecevvesa padet, it will greedilyforwardthis
pacletto oneof its neigtbors,which canmostlyredue thedis-
tancetowards the destinatiomnode Whena padet is stuckat
someintermediatenodedueto the existenceof "void" areain
the network, a perimetemrouting techrique is appliedto find a
bypassingroutetowardsthe destination.

V. CONCLUSION

In this paperwe presenteda Location Aided Knowledge
Extraction Routing (LAKER) protocd for MANETs. Unde
mobility modelswhere nodes are not uniformly distributed,
LAKER cangradudly learnof the topological charaterisics
of the network, suchaspopuation dersity distribution, during
theroutediscovery process. This kind of knowledgecanbe or-
ganizedin theform of asetof guiding_route, andcanbeusecdto
guidefutureroutediscovery processemorepreciselyandmore
efficiently. Simuldion resultsshav that LAKER cansave up
to 30% broadtastcontrol messagesomparedLAR appro&h,
while achieving betterdelivery ratio andalmostthe sameend
to-enddelay
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